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to a model electric field pattern that in turn may vary in size and strength
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illustrate ionospheric behavior during geomagnetic storms conditions. Future

model applications may include ionospheric prediction using IMF inputs

improved understanding of polar ionization structuros.
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SUMARY

We have developed a model ionosphere that is coupled to a magnetosphere model for
investigating time dependent behavior of the polar F-region ionosphere in response to
varying interplanetary magnetic field (IMF) configurations. The numerical ionospheric
model covers a latitude range from 50 to 90 degrees, and an altitude range 150 to 600km.
The purpose of the magnetosphere model is to define the location and geometry of the polar
cap,which is defined as the region of open field lines. The polar cap configuration has been
coupled to a model electric field pattern that in turn may vary in size and strength in
response to the IMF. The ionosphere model assumes only oxygen ions, the ion density is
solved vertically along many magnetic field lines as they move horizontally under the
influence of the large-scale convective electric fields. The lower boundary is defined by the
local chemistry, the upper boundary condition has been set by applying an outward flux of
ions (which is appropriate for open field line conditions). The model has been applied to
illustrate ionospheric behavior during geomagnetic storm conditions. Future use of this
model may have applications in predicting ionospheric conditions using IMF inputs, and to
enhance basic understanding of polar ionization structures.
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1. RESEARCH RESULTS

1.1 O I VES

This grant period began with a simple subroutine that computed the ion density along field
lines, and a first attempt at combining this with a model electric field structure. The overall
objective was to build on this basis to develop a new three-dimensional time dependent
model of the polar ionosphere. In doing this, it was planned to incorporate as much of the
basic physics and chemistry as possible, but to omit secondary effects. Since computer
resources,no matter how abundantnever seem adequate, it has been our philosophy to only
model the basic processes responsible for the F-region structure and to keep an appropriate
balance between modeling from first principles and parameterization; thus computer time
has been minimized. This has been achieved by carefully constructing our computer codes,
and to keep the modeled processes about equal in importance. For example, it is wasteful to

-id considerable effort and precision in calculating one quantity such as auroral ionization,
if other equally important production functions such as photoionization can not be
determined with a high degree of certainty. Thus, a number of compromises have been made
to keep the computational times reasonable; these can be adjusted in future as better
experimental inputs are incorporated.

There are still some minor ob)ectives that could not be accomplished in the grant period and
these are mentioned in section 2 . The major goal of coupling an ionospheric model to
magnetospheric inputs has been accomplished. We are now able to study the time dependent
behavior of the polar ionosphere in response to varying interplanetary field (IMF) values. It
needs to be clearly stated however, that this is a first attempt and several improvements are
still possible. It was not an objective to predict or simulate a real ionosphere; there have
been no comparisons with re data. However, further development and application of this
work should be useful for future comparisons with data, using the model to investigate basic
physical processes, and to predict ionospheric conditions with magnetospheric inputs. The
main objectives accomplished were:

• Set up a magnetospheric model to compute the polar cap size
and position. The model of Akasofu and Roederer(1984) has been
adopted and modified for our purposes.

• Define a model for the large scale convective electric fields.
This model is scaled to match the polar cap configuration that
results from the magnetospheric model.

* Write new code to compute ion densities vertically along
magnetic field lines.

* Devise an efficient method to track individual field lines as
they move horizontally under the influence of the convective
electric fields.

0 Write code to compute auroral ionization from particle flux
data.

" Write efficient code to compute photoionization rates.

" Combine all computer codes into a package that responds to
IMF inputs and generate a time sequence of ionospheric structures.
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1.2 MODEL DEVELQPMENT
The approach to the model development has been to focus on the interactions of the
ionosphere with the magnetoshere, particularly the dynamics of the auroral oval and
polar cap. The function of the magnetosphere model is to define the region of open field
lines and the auroral oval in response to the interplanetary field (IMF). A model of the
large scale convective electric fields is scaled to the location and size of the polar cap. In
this way it has been possible to develop a time dependent simulation of the polar
ionosphere and to follow its response to time varying IMF values.

The determination of the ionospheric convection pattern follows from several steps. First,
the IMF is used as an input to the magnetospheric model which gives the location and size
of the polar cap. For the purposes of this model, the polar cap is defined as the region of
open field lines; by contrast, some authors refer to the polar cap as the region inside the
discrete auroral oval that contains no visible aurora. The polar cap from the model is
approximately circular for conditions of southward IMF, and a best fit circle is then used
to define the polar cap for the ionospheric modeling. Conditions of northward IMF are
uncertain because observations have not yet clearly defined the electric field structure
during these periods. The edge of the polar cap is assumed to be the poleward boundary of
the auroral oval precipitation. The equatorward auroral boundary has been determined
using an empirical expression that has been derived from statistical observations of aurora;
examples are shown in section 1.4.

The total cross polar cap potential is determined from the F parameter which is given by,

e=v B2  sin4 (0/2) 0
2

where v is the solar wind speed , B is the IMF magnitude, 0 is the polar angle of the
IMF vectoi, and I is a constant of about 7 earth radii. Reif et al (1981) have
determined an empiical relationship between E and the cross polar cap potential 0 to
be,

0 = 0.93e - 319

Thus, the IMF (the vector components) and E are being used as the model inputs. These
in turn define the size and position of the auroral oval and polar cap, and the magnitude
and morphology of the large scale convective electric fields.

The plasma motions are given by the vector ExB motions, however the small vertical
ExB component is neglected. It is important to note that the problem is solved in the
non-rotating magnetosphere reference frame using magnetic local time and magnetic
latitude coordinates. The computations of ion densities are made in this frame, but
transformations to the geographic frame are made to compute photoionization rates
because the solar zenith angle is dependent on the geographic location.

For the ion calculations it is assumed that 0+ is the only ion,which is a good
approximation. The continuity and momentum equations are solved vertically along the
inclined magnetic field lines. An upper boundary condition at 600km is set with an
outward ion flux over the polar cap, the lower boundary at 150km is set by the
appropriate local chemistry. The height of the lower boundary was chosen at 150km
because this is approximately the lowest height that plasma moves under ExB motions.
Below this height the ionization is more easily determined because the recombination
time is short and the densities are determined by the local production. In the F-region
where recombination times are well in excess of an hour, the ionization densities at a
particular location depend on the past history of production and loss processes on the field
le. This is the reason why a large-scale model must be used to determine and predict the
ionization at a particular location. For example, plasma densities in the nighttime auroral
zone may be produced on the dayside of the earth and then transported across the polar
cap to the nightside before significant recombination has taken place.



The approach used to simulate a time varying ionosphere is to first generate a reasonable
starting value ionosphere. This is done by back-tracking each location in time to determine
where the plasma originated from 4 hours earlier. Then,from this earlier location, a field
line is time stepped to its position of interest. The ion equation is solved about every
minute along the field line. This procedure is repeated for many locations (ie different field
lines) to build up a three-dimensional structure. This three-dimensional structure is then
stored and allowed to evolve in time by further tracking field lines. For the example
shown in section 1.4.1 the ionospheric structure is plotted every hour, however the time
steps for indivdually solving the ion equations are very short, typically a minute or less.

In the next three sections more aspects of the magnetosphere model, ion equation
solutions, and auroral inputs are discussed.

1.2.2 MAGNETOSPHERE MODEL
Examples of this magnetospheric model have been shown by Akasofu and Roederer(1984).
The model has been adapted for compatibility and rapid computational time when used in
conjunction with the ionospheric model. The major remaining question with the model is
the behavior under northward IMF conditions. There remains some uncertainty from
spacecraft observations (mainly due to the paucity of data) about the northward IMF
structure for both open field line and electric field structures.

There is an important point regarding the application of the upper boundary condition
flux that is relevant to the magnetosphere model. Over the polar cap, field lines are open
and a continual outward flux has been used; this should be an excellent assumption.
However, on closed field lines in the plamasphere this is not the case. The field-aligned
flow in or out of the ionosphere depends on the ionization densities in the plasmasphere,
which in turn depends on the past history of field line filling/emptying for perhaps a day
or more. Other researchers with large scale ionospheric models seem to have avoided this
problem. This is very important on the nightside post-midnight auroral zone where
ionospheric densities are low and magnetic field lines are closed. The modeling work so far
has assumed a zero flux in the closed field line region. This is an area that must be
addressed in future work because ionospheric densities may easily be affected by factors
of 2 or 3 depending on the particular time and geophysical conditions.
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1.2.2 SOLUTION OF THE Q ION EQUATION

The following symbols are used in the this section.
n = ion number density, only oxygen ions are assumed (m 3)

N. = elctron number density
Ti =ion temperature
T. = electron temperature
T= = Ti + T. plasma temperature (note, some authors define Tp = (Ti + T.)/2)
Hp = (k Tp)/( M g) scale height (m)
k = Boltzman constant (mks units)
Mi = ion mass (in Kg)
g = gravitptional acceleration (m/s)
D D sin='I vertical diffusion coeficient

= -k TP / M/ vi) ambipolar diffusion coeficient
V1i 1. = ion-neutral collision frequency summed over all species
I =magnetic dip angle, positive in the northern hemisphere
WD =- vertical drift induced by neutral winds

= prbduction rate
• = electron recombination rate coefficient

The continuity and momemtum equations for 0 ions has been solved for the altitude range 150
to 600 km. The lower boundary is determined by the local chemistry with diffusion being
negligible. The upper boundary condition is set by an ion flux, which is always upward in the
polar cap; at lower latitudes it may be upward, downward, or zero. The relevant chemistry
operating over the F-region ionosphere to destroy electrons and 0 ions is:

e + 02+ -- > 0 + 0 (rate coeficient a,)

e + NO+ -- >N + 0 a2

0+ N2 ->NO+ N k

0 +02 -> 2 + Ok k2

The loss coefficient thtrefore becomes:

P-[ ki [N2] + K[02]

I l+k2[Q21 + kIjMWL at N. a2 N.J

The loss rate of ions is therefore 3n.

The continuity and momentum equations are respectively,

cn/at + a(nw)/az= p- Pn

w = wD - D( (l/n)anl/z + (lfIrp)dITp/az + (I/H))
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Thie momentum and continuity equations may be combined to yield a diffusion equation,

~n+ ~[nwD -D& z(D n/ T) d7/az - (D n)/H. ] /dz = p -Pn

Taking derivatives, the following are obtained,

d20?= fi tV + fi an/az + fin + f

where
ft = -(1/DaD/at -(lfrP)a'TP/az - /Hp + wD/D

f2 -( (1f~)T 1,/a) ( (1/D)aD/a) - ( rr))T /

+( (IrrP)'Frp/a& - (1IHpX (lID) aD/az)

+( (1/Hp)( (lIHp)(aHpI) + ((l/D)(CWD/&z

f3 = -p/D

f4= ltD

With the equations in this format, the Crank-Nicholson method with a predictor-corrector type
modification has been used for their solution. The predictor is given by,

A2 n...= f4U At2(n.,,2 -nj) + fijAnij + fij n1 +

where A&2 n= (n. 41  2n, + n,), (Ax 2

and Axn; r(n.1  n.)/2Ax

Rearranging, then substituting the difference operators that operate on the n+, results in,

(1/Az )2 n1,,+, - 2( (1Az 2 + fij / At) ) nj,, + (I/ Az)2 n,,,+,,2 (0a)

( (f~i - (2fsw /At) ) nj, + fi Azn, + fi

The corrector is given by,

1/t2) A 2 (n,. 2 + nj) f4y,j 2, (I/At) ( n~j- nij)

+ ( 1/2) fiLJ+, 2 At ( nj,1+n%)

+ f~j,2n., + f



This results in,

((l/Az) 2 + (1/2 Az) fij+,1  ) " 2 (1/Az) 2 + f~, / At )ni ,, 2  (0b)

+ ((1/Az) 2  - (1/(2 Az)) fart ) nlJt

= 2( fztjnghajjj2 + fz~w+14  (f4j nil, )/At)

+ fIiAAzn - A2

The right hand side of the predictor is completely known, therefore the left-hand side defines a
tridiagonal system in the n,+,/ variable. Similarly, the corrector defines a tridiagonal system in
the nr, variable once the nj+,r, variables are known.

Both the predictor and corrector are of the form,

cln,., + bAn, + aln,, = di  (1)

There are N of these equations in the system, where N is the number of solution points on the
field line. A recursion relatiois'defined as,

1 = Ep4h. 1 + F, (2)

where EB and F, are quantities to be determined. If the above recursion relation holds,
then n-, = E .j + F,
Substitution into (1) gives,

cAE .n, + cF., + bn, + an ., = di

Solving for n the following is obtained,

n, = [-a/( b, + c,E,.,)]n,+, + '(di - ciFi_,)/(b, + cE,,)

Then by comparison with the defined recursion relation,

-a, d,- cF .+- =F, = (3)
b, + cE,., bi + cE .1

Before discussing the solution of the tridiagonal system, the method of handling the boundary
conditions must be mentioned.
At the lowgounda=, chemical equilibrium is imposed by setting production equal to loss,

p = On (4)

Therefore, the ionization density is,

n=p/3= [ (p+ '4 p (p+ 4wIW2)w (5)
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where

wi = ki[N2] + k202] } (6)

w2=- k2[02]/ai + ki[N2]/a2

The numerical scheme uses index number one at the lowest altitude, therefore n is the lowest
altitude density value and is given from equations (5) and (6), and E and F at the lower
boundary are set to,

Ei =0 Fi = ni (7)

At the upper bounday, a field aligned ion flux F is taken as the boundary condition. The
expression for the vertical ambipolar diffusion velocity w results in,

F sin(I) = -DOn/)t - nD( (1,T,)cTp/z + 1/Hp) + nw, (8)

The boundary condition is therefore,
&/at = ( wD - (lfr)aTp/az - I/Hp )n - (Fsin(I) )/D

It is assumed that F is a constant during a given time step, which is typically about 60secs. The
boundary condition now has a linear form,

= an- (9)

where a w/D - (1/TP)'/lz - 1/Hp and = (Fsin(I) )/D
are constants.

If the first order approximation &i/zN = (nN - n-,1 )/Az is used, the resulting solutions
are found to depend largely on Az , ie the solutions are dipendent on t1e vertical step size, an
undesirable feature. Therefore, a second order approximation to 8n/&J N must be made. An
artificial point above the upper boundary point N+1 is defined such that the boundary condition
(9),the diffusion equation (1), and the recursion relation (2), are also satisfied at the Nth
boundary point. Since the exact location of the upper boundary point is not critical, the shift of
the N+1-,N and N -*N-1 points has negligible effect. The boundary value nN is actually set at
n value.N-1

Equation (9) is then used to obtain,

n -n
N N-2 = an - (10)
2 Az N-I

where a and y are evaluated at the (N-1)th point.

As mentioned above, the recursion formula and diffusion equations must be satisfied. They are,

=E n + Fn-~I N-I N N-I (1

a n + b n +c n =d
N-i N N.I N-I N-I N-2 N-I

. v. 
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Solving equations (10) and (11) simultaneously for nNresults in,

dN.l -2Az ycN.l - FN.I( bN.I 2 Az a)
n = (12)

N 2/(Az)2 + EN.l(bN.l - 2Az acN.)

It is interesting to note that the requirement for second order accuracy on the Neumann
boundary condition results in a Dirichlet boundary condition.

At this upper boundary it has been necessary to set the ion flux as a function of the ion density.
The results of Geisler(1967) have been used, viz the flux F is proportional to n-"I Tit 2 . The
constant of proportionality was chosen such that a flux F of 10' cnr 2 s- 1 occurs when n=2xl0'cm- 3

and Ti=1500*K, which are approximate experimentally observed conditions. A similar
procedure was used by Watkins and Richards(1979) and Schunk et al (1976).

In summary, the following sequence is followed to solve the 0 + diffusion equation.

(1) Compute the lower boundary density n, using equation (2), then set E-0 and F-n,

(2) Compute the coefficients f,, f2, f3, f, in the diffusion equation.

(3) Compute the tridiagonal matrix elements and right hand vector components using equation(l)
and equation (0a) predictor step, or equation (0b) corrector step.

(4) Scanning from i=2 to i=N-1, compute the Ei's and F,'s using equation (3).

(5) Using equation(12) to compute the upper boundary density nN.'"

(6) Scanning from i--N to i-- 2, compute the new n,'s using equation(12).

The steps (2) to (6) are performed for both the predictor and corrector steps. The
predictor-corrector scheme is executed once for each time step.

' ",
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1.2.3 AURORAL IONIZATION

Ionization from precipitating auroral particles is not as important as photoionization in
magnitude, but plays an important role in defining the ionization structure on the
nightside of the earth when photoionization is absent or minimal.

On the dayside auroral oval, the average energies are several hundred eV, resulting in
ionization that peaks at altitudes 250 to 300 km. The results of Banks et al (1974) for
450eV electrons with a total flux of 1.5x 106 cm "2 s" have been used. The use of these
results is a somewhat empirical approach, however it is quite time comsuming to compute
ionization rates from such low energy particles. In essence, we have directly adopted the
ionization production rate from Banks et al for the low energy dayside auroral h put. The
ionization rate per unit flux for 450eV electrons has been scaled up for the flux mentioned
above. The flux was chosen to give a peak density value about 10 cm "3. Usually, the
dayside auroral oval is at least partially sunlit, and auroral effects are very small compared
to the background. The only exception is near mid-winter at longitudes near 100 degrees
east where there is maximum separation the geographic and magnetic poles.

On the night side auroral oval, the characteristic energies are much higher,typically about
4 to 5keV. Code has been written that will determine the ionization profile from any
arbitrary energy spectrum for energies down to a minimum of 500eV. For this initial
work, a Maxwellian energy distribution with 5keV characteristic energy was used.

The following text summarizes the derivation of the production rate due to energetic
electron precipitation, and the soft electron production rates that have been used.

(a) ENERGETIC ELECTRONS ( > 500 eV )
(i) Definitions

E electron energy
E(E) electron energy distribution function
F0  total electron flux
z altitude
p(z) mass density
s(z) scattering depth = I p(z') dz'
R(E) range function, see Bhrrett and Hays(1976) for values
A( s(z)/R(E) ) energy dissipation function
£(z) energy deposition rate per unit volume
q(z) total ionization rate of all species due to energetic electrons
qo(z) ionization rate of 0 due to energetic electrons,the subscript denotes the species

(ii) Derivation
The differential rate of energy deposition per unit volume by the electron population z(E)
is,
de = E A[s(z)/R(E)] p(z)/R(E) dF

The differential flux is dF = F, g(E) dE , therefore

d. -- F, E c(E) A[ s(z)/ R(E)] p(z) / R(E) dE

The total rate of energy deposition per unit volume at altitude z is therefore,

F pz) (E) A[ s(z)/R(E)] / R(E) dE
Eh

where Emin is the minimum contributing energy.



Adopting AE. = 35eV to be the average energy required to create an ion-electron pair,
the total ionization rate (for all species N2 , 02, 0) is,

F, p(z) .
q(z) = FE e(E) A[ s(z)/R(E)] / R(E) dE

To compute the ionization rate of 0 alone, the following relation has been used,

( 0.92 nN2 + n 0(z) + 0.56 no(z)

This expression takes account of the relative magnitudes of the ionization impact cross
sections. Similar expressions apply to q,(z) and qo,(Z).

A Maxwellian energy distribution is assumed,

E(E)= E e -E/E

0

where E is the characteristic energy; a value of 5keV has been considered typical of
nighttime0 aurora. A flux F = 5x10' cm s"' gives an ionization rate that produces a
peak density value about 5xl65 cm"" Only the ionization of 0 species is computed.

(b) SOFT ELECTRON PRECIPITATION

Due to the discrete nature of the collision processes at energies below about 500eV, the
semi-empirical method of Rees(1963) that was used for the energetic electrons is not
applicable. That method assumed continuous energy losses. For low energies it ios
necessary to solve the electron continuity equation. Since this is a computationally
intensive, the ionization profile of Banks et al (1974) for 'soft' aurora has been used.

Examples of the auroral production for the energetic and low energy cases are shown in
figures 1 and 2 respecrtively.
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1.3 CURRENT STATUS OF MODEL
The current version of the model incorporates the following processes.

* A magnetospheric model that determines the open field line regionand
auroral oval precipitation region with the inteplanetary magnetic field
as input.

" A simple two cell convection pattern is used to define the large scale
electric fields. The input may be defined with the magnitude of the
cross polar cap potential, or the E parameter (energy input from solar
wind to the magnetosphere). The size of the electric field pattern is
scaled to the size of the polar cap.

* The momentum and continuity equations for the major ion 0+ is
solved vertically along inclined magnetic field lines. The MAGSAT
magnetic field model that is based on spacecraft data has been used.
The horizontal neutral wind is assumed equal to the horizantal ExB
ion motion. The MSIS-86 neutral model that is derived from
incoherent scatter radar and spacecraft data has been used for
determining the neutral composition.

* The Air Force Geophysics Lab code is used to transform from the
magnetic local time and magnetic latitude system, to the geographic
system. In the geographic system, efficient code has been written to
determine the solar zenith angle for any location at any time, and the
photoionization rate as a function of altitude.

" Auroral precipitation may be determined on the nightside of the
auroral oval from any input energy spectrum with energies down to
500eV. On the dayside auroral oval where energies are lower than
500eV the ionization rate is assumed to be f:om a mono-energetic
450eV flux of particles. The flux may be arbitrarily varied.

" Command files have been written for the VAX computer to run long
simulations that compute the time varying iorosphere in response to
time varying interplanetary field values.
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1.4 MODEL..APPfLCA'I'ION
To illustrate the use of the model for time dependent applications, the ionospheric
response to a large geomagnetic storm has been modeled over a 16 hour period and hourly
results plotted.

1.4.1 IONOSPHERIC RESPONSE TO A GEOMAGNETIC STORM
Akasofu and Fry(1986) have developed a numerical solar wind code and applied it to
examine the propagation of a major solar flare disturbance to the earth. The solar wind
parameters at the earth several days after the flare are plotted in figure 3; the IMF and
solar wind speed and density are shown. Using these solar wind parameters, the rate of
energy input to the magnetosphere from the solar wind may be estimated from the e
parameter that was discussed in section 1.2 . The total cross polar cap potential 40 is
related statistically to e by the relation that was also presented in section 1.2 . The IMF
coordinate system is shown in figure 4 because polar coordinates are used in the
computations and plotted in figure 3; their relation to the more popular cartesian useage
(BxBy Bz) is shown.

The results of the ionospheric response to the disturbance was computed and plotted each
hour. This storm simulation was done for a day in January, and for a year in mid solar
cycle. As the IM changes the polar cap position and area changes; for the times 0200 to
1600 UT the positions are shown in figure 5. Each plot has magnetic latitude circles at
50,60,70,80 degrees, midnight (OOMLT) is at the bottom, with 1200MLT at the top of each
plot. The area of the polar cap expands to a maximum at about 0700UT when the]B.
component of the IMP is most southward. The polar cap movements left and right on the

* figures results from the varying By component of the IMF.

*The ion equations are solved in one minute time steps, and each individual field line is
stepped in 3 minute increments along plasma convection paths. The entire three
dimensional ionization structure is stored at hourly intervals and the data at 300km
altitude is contoured and plotted. These hourly plots, which are shown in figures 6a to 6o,
span the same time period as the figure 5. Initially in figure 6a, dayside ionization
extends partially over the central polar cap, and on the nightside south of the auroral oval
there is an ion density depletion (trough) with densities as low as 6x 10 cm"3 at 1900MLT
and 62 degrees magnetic latitude. During most of the nighttime jeriod the trough is
located at 55-60 degrees latitude with density values about 8x10 cm "3 . The peaks in
ionization density from 0200 to 050OMLT at 70 degrees latitude, and 1900 to 2100MLT at
75 degrees latitude are caused by auroral precipitation. Although most auroral ionization
occurs at about 110km altutude, there is sufficient production up to 250km that diffuses
upward to enhance the F region densities at 300km and higher; this can occur because the
convection velocities are parallel to the auroral oval at those locations and there is
sufficient time for ions to diffuse upward. The decrease in this auroral 'hill' occurs near
midnight because the convection there tends to be perpendicular to the auroral oval and
there is less time for vertical diffusion of auroral ionization to take place.

In the following time sequence of plots there is a great deal of structure. As the cross polar
cap potential increases it tends to rapidly transport plasma from the dayside across to the
nightside auroral zone. This becomes quite extreme in figure 6f for exmple where the
densities at 60 degeres latitude have increased by a factor of about ten, and the nightside
trough formerly at 50 to 65 degrees latitude has dissappeared. The densities equatorward
of 52 degrees drop rapidly into the region where corotating magnetic field lines that have
been relatively unaffected by the disturbance and recombination has had sufficient time to
act so that densities as low as lxl0 4cm "3 are present.

oil.
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2. PLANNED MODEL EXTENSIONS AND APPLICATIONS

During the latter portion of the grant period some planning had been made for extending
the model. There are three limitations that must be addressed before the model can be
used for realistic comparisons with data or for predictive purposes.

(i)EktricEilds
The simple two cell convection pattern that has been used is a reasonable representation of
the actual average situation. However, a model based on real data has been kindly given to
us by Dr Heelis at University of Texas. It is based on data from the Dynamics Explorer
spacecraft and represents the statistical results of comparisons with the interplanetary field.
It was only acquired in July 1987 and therefore there was insufficient time to incorporate
it into the current version of the model.

(ii) Multiple Ion Species
The current effort only solves for 0+ ions. There are two other minor ions in the F region,
02+ and NO + that should be incorporated. The NO+ ions are particularly important
during magnetically disturbed periods because their production is enhanced to the level
where their concentration may significantly affect the recombination rate.

The dynamics on the neutral gas should be self consistently computed with the ion
motions. The particular situation that occurs when the neutral wind is north-south with a
magnitude that is different to the ion drift motion will affect ionospheric densities. When a
neutral wind is blowing from north to south, ion drag forces tend to move ions up or down
the inclined magnetic field lines. For an upward drift, ions are moved to higher altitudes
where the recombination time is longer and this results in higher ion densities and a
higher altitude peak in the density height profile. For a downward drift the reverse
occurs, ie movement of ions to lower altitudes resulting in greater recombination and
lower ion densities.

With regard to applications of the model, it is planned to concentrate on comparisons with
real data, probably incoherent- scatter radar density and electric fields, and spacecraft
particle data 1o determine the auroral particle input fluxes. The polar cap region is
particularly interesting because of the complex ionization structures that have been
observed. With greater spatial resolution understanding of the formation and evolution of
polar cap structures should be possible.



3. PERSONEL

The initial work on this grant was performed by the principal investigators; Professor
Akasofu developed the magnetospheric model and Dr Watkins was responsible for the
convection electric field model, coupling the magnetospheric model to the convection
model, developing code to step along equipotentials,and the initial code to solve the ion
equations. In July 1986 we recruited a new PhD student, Mr Chris Grimm. He has spent a
large amount of time learning to use the existing code, has greatly enhanced the efficiency
of the ion equation code, and has written code for computing the auroral ionization. Mr
Grimm is a very competant programmer and has also been of assistance in packaging the
various programs to run from a command file on the Geophysical Institute's VAX
computer. He has also taken the Aeronomy course at the Geophysical Institute and has
begun to contribute scientifically to our effort. It is anticipated that this research will
continue and subsequent results will form the basis for Mr Grimm's thesis. The grant has
been very valuable in introducing a new researcher to the field.
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4. EXTEIRNAL INTERACTIQNS

4.1 CONFERENCE PRESENTATIONS

Four conferences have been attended and papers presented.

(a) NATO Advisory Group for Aerospace Research, 36th Symposium, Fairbanks, Alaska,
June 1985.
Paper titled 'Progrss in Modeling the Polar Ionosphere from Solar and Magnetospheric
Parameters'

(b) Ionospheric Effects Symposium on 'The Effects of the Ionosphere on Communication,
Navigation, and Surveillance Systems', May 1987.
Paper titled 'A Numerical Prediction of Ionospheric Conditions After an Intense Solar
Flare'

(c) XXII General Assembly of the International Union of Radio Science.
Paper titled 'Dynamic Ionospheric Models'

4.2 PUBLICATIONS

The following are in various stages of the publication process.

(a) 'Progress in Modeling the Polar Ionosphere from Solar and Magnetospheric
Parameters', NATO Advisory Group for Aerospace Research, Report No 382, 1986, by
Watkins,Akasofu andd Fry.

(b) 'A Numerical Prediction of Ionospheric Conditions After an Intense Solar Flare', in
press, in proceedings of symposium on The Effect of the Ionosphere on Communication,
Navigation, and Surveillance Systems, 1987, by Watkins and Akasofu.

(c) 'Numerical Modeling of Magnetic Storm Effects on the Polar F-Region Ionosphere',
in preparation for special issue of Radio Science, by Watkins, Akasofu and Grimm.

4.3 PARTICIPATION IN THE 'CEDAR' PROGRAM

The CEDAR (Coupling, Energetics, and Dynamics of Atmospheric Regions) science effort
is an NSF initiated program with three major goals. These are, first to study the dynamics
and energetics of the upper atmosphere from the mesopause upward to the exobase (about
80 to 150km altitude), second to study mesospheric-thermospheric coupling, and third to
study ionosphere- magnetosphere- thermosphere coupling.

Within the CEDAR program there are a number of individual smaller efforts that will
contribute to the overall objectives. One of these, organized by Dr S. Basu at Air Force
Geophysics Lab, called HLPS (High Latitude Plasma Structures), is directed toward
understanding the physical processes responsible for the formation and evolution of polar
cap ionization structures. This modeling effort will be an important contribution.

'.



5.0 CONCLUSIONS

This grant has been very successful and is the first attempt to couple a magnetospheric
model to a large-scale ionospheric model. The codes are quite efficient and may be run
efficiently on a VAX computer of the 780 size or larger when the horizontal grid spacing
is at least 5 degrees of latitude and 5 degrees of longitude; the vertical grid size is now
10km which should remain fixed. If better spatial resolution could be realized by using
greater computing resources, it should be possible to study small-scale polar cap
structures,both their formation and evolution. Time dependent simulations of a large
magnetic storm show very complex time dependent behavior of the ionosphere.

In future, further extensions of the model to include neutral wind effects and multiple ions
should permit many useful insights into the physical processes operating in the polar
ionosphere. Comparisons with real data, and the application of the model for predictive
purposes should then be possible.
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